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Executive summary

1

Generative AI (GenAI), large language models, and artificial intelligence (AI) agents have 
been at the forefront of the zeitgeist. Just like ours, your and have 
been flooded with extreme claims: GenAI will increase the productivity of developers by 
80%, we will see the rise of the one-person startup, and AI agents will replace Software 
as a Service (SaaS). 



Ground realities appear to be a bit different.  on the World Economic Forum’s 
website is incredibly insightful. They say it better than we could: 


LinkedIn feed Substack

This article

The onus of driving change through GenAI adoption,  is mostly 
falling with the CIO office. The slip between intent to start using GenAI and actually 
scaling its use to drive operational efficiency or business model transformation in 
enterprises appears to be stemming from the following

 Strategic clarity and conviction around GenAI initiative
 Lack of skill
 Concerns around security and using AI responsibly



For the purpose of this whitepaper, we will focus on the third and specifically take on the 
task of benchmarking Llama models and GPT to see if an open-sourced LLM can help 
address key security concerns around LLM adoption.


according to Gartner,

“Everyone knows change is needed, but most are unclear on how to make it 
happen. Data from and  shows that while 80% of CIOs say 

GenAI will significantly impact their business, less than 30% of GenAI 
initiatives have moved into production.”

Lenovo Deloitte

Chetan Kapoor


Chairman and Chief Executive Officer, Datastax 
   Article published on World Economic Forum
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https://www.linkedin.com/feed/
https://substack.com/about
https://www.weforum.org/stories/2024/12/why-generative-ai-leaders-must-blend-thinking-building-and-creating-value/
https://www.gartner.com/en/articles/priorities-cios-must-address-in-2025-according-to-gartner-s-cio-survey
https://news.lenovo.com/pressroom/press-releases/global-cios-scale-ai-organizations-arent-ready/
https://www2.deloitte.com/us/en/pages/consulting/articles/scaling-generative-ai-strategy-in-the-enterprise.html


Abstract

Security becomes a top concern as digital, technology, and product leaders start building 
with LLMs. This challenge becomes even more prominent in industries like financial 
services, insurance, healthcare, and legal. Enterprises are having to consider how to 
handle sensitive data when using large language models (either when using an existing 
product or building a new LLM solution). 



Most enterprises are skeptical of relying on external models, hosted by a third party, when 
they want to use them to ask domain-specific questions or train the model with 
proprietary data. To overcome this, we explored the use of  an open-
source model that can be self-hosted, to allow enterprises to retain control over their 
data and mitigate risks associated with proprietary data exposure. Using the 

 from  we evaluated both models on crucial metrics including answer 
relevance, G-Eval, faithfulness, summarization, hallucination, bias, toxicity, and red 
teaming. We also used standard benchmarks like 

This whitepaper aims to not only provide a pathway to address security concerns when 
building new GenAI products but also provide a comprehensive performance analysis 
with a detailed and thorough evaluation. 


 Llama 3.1 and 3.2,

DeepEval 
library Confident AI,

MMLU (Massive Multitask Language 
Understanding). 
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“46% of survey respondents from a survey conducted by  mentioned 
that they prefer or strongly prefer open source models going into 2024. In 

interviews, nearly 60% of AI leaders noted that they were interested in 
increasing open source usage or switching when fine-tuned open source 

models roughly matched the performance of closed-source models."

a16z 

Credit: a16z survey of 70 enterprise AI decision makers.

Link: https://a16z.com/generative-ai-enterprise-2024/

https://www.llama.com/
https://docs.confident-ai.com/
https://docs.confident-ai.com/
https://www.confident-ai.com/
https://arxiv.org/abs/2009.03300
https://arxiv.org/abs/2009.03300
https://a16z.com/generative-ai-enterprise-2024/
https://a16z.com/generative-ai-enterprise-2024/


ZemosoChoosing the right LLM for high-stakes industries

Introduction

Background
Security is a top concern as digital, technology, and product leaders start building with 
LLMs. This challenge becomes even more prominent in industries like financial services, 
insurance, healthcare, and legal. Enterprises are having to consider how to handle 
sensitive data when using large language models (either when using an existing product 
or building a new LLM solution). 



Most enterprises are skeptical of relying on external models, hosted by a third party, 
when they want to use them to ask domain-specific questions or train the model with 
proprietary data. To overcome this, we explored the use of  an open-source model that 
can be self-hosted, to allow enterprises to retain control over their data and mitigate 
risks associated with proprietary data exposure. Using the  from

, we evaluated both models on crucial metrics including answer relevance, G-
Eval, faithfulness, summarization, hallucination, bias, toxicity, and red teaming. We also 
used standard benchmarks like 

This whitepaper aims to not only provide a pathway to address security concerns when 
building new GenAI products but also provide a comprehensive performance analysis 
with a detailed and thorough evaluation.

DeepEval library  
Confident AI

MMLU (Massive Multitask Language Understanding). 



Objective
Our research and experiments aim to compare the performance of Llama 3.1 and 3.2 
models with OpenAI’s GPT-4 and GPT-4 Omni (GPT-4o) models for domain-specific 

medical and legal queries. Using the DeepEval framework, we evaluated key metrics such 
as answer relevancy, G-Eval, faithfulness, summarization, hallucination, bias, toxicity, and 
red teaming. MMLU (Massive Multitask Language Understanding) was also used for 

3

https://docs.confident-ai.com/
https://www.confident-ai.com/
https://arxiv.org/abs/2009.03300
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benchmarking. This study seeks to determine which model is better suited for 
addressing complex queries in critical fields by providing a detailed, metric-driven 

analysis, ensuring the models meet standards for accuracy, safety, and domain 
relevance.

Metric-based 
evaluation

Domain-specific 
suitability

Domain Relevance 
and Safety

Model comparison

Benchmarking with 
MMLU

Framework introduction
DeepEval is an open-source framework designed to evaluate the performance of 
language models using customizable metrics and comprehensive benchmarksIt supports 

in-depth analysis across critical areas, which makes it well-suited for evaluating models 
dealing with sensitive data in high-stakes situations. It was chosen over tools like Azure 
AI Studio, Prompt Flow, and Vertex AI Studio due to its flexibility in customization and its 
ability to provide detailed, tailored evaluations.



We also used the framework for benchmarking that spans across multiple 
tasks to efficiently test a model’s reasoning ability with legal queries.

LegalBench 
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https://deepgram.com/learn/legalbench-the-llm-benchmark-for-legal-reasoning#abercrombie-application-and-conclusion
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For our evaluation, we selected domain-specific datasets from to ensure 
a comprehensive analysis across two industries: medical and legal.



In the medical domain, we chose .

In the legal domain, we chose 

Hugging Face 

 lavita/medical-qa-datasets for evaluation
umarbutler/open-australian-legal-qa dataset. 


The experiments were set up using the following models:

 Llama 3.1-405
 Llama 3.1-70
 Llama 3.2-90
 Llama 3.2-11
 GPT-
 GPT-4o

Methodology

Model Setup

Data selection

5

https://huggingface.co/
https://huggingface.co/datasets/lavita/medical-qa-datasets
https://huggingface.co/datasets/umarbutler/open-australian-legal-qa
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LlaMa 3.2

It is a powerful multimodal language model that, like all 
the other Llama models, is opn-source and 

customizable. It is available in various sizes (1B, 3B, 11B, 
and 90B parameters) and is efficient for different 
hardware and tasks. Its ability to process both text and 
images makes it versatile for a wide range of 
applications. This accessibility and flexibility make it a 

valuable tool for researchers and developers, 
promoting innovation in the field of artificial 
intelligence.

Llama 3.1-405B and 3.1-70B

This is an open-source model developed by Meta AI 
with 405 billion parameters. It is designed for a wide 

range of natural language tasks and offers high 
scalability, making it suitable for research and 
customization in domain-specific applications. Its 
open-source nature allows greater flexibility for 
modifications and fine-tuning.

6



Zemoso

Inference times
In our evaluation of the Llama 3.1 and 3.2 models, we tracked inference times alongside 
performance scores. Specifically, we measured the time taken for the model to generate 

the first token, as well as the overall processing time for a single row in the dataset. This 
was particularly important because we observed significantly prolonged response times 
when evaluating 20 datasets. The delays were likely due to external factors such as 
traffic, as the model was not self-hosted and relied on public availability. To address 
this, we implemented inference time measurements using streams and a custom 

handler to ensure more accurate performance tracking. This approach allowed us to 
better gauge the efficiency of the model in real-world conditions. The time indicated in 
the benchmark and metrics refers to the duration for a single test case.


GPT-4 and 4o

Developed by OpenAI, GPT-4 models are proprietary 
and are known for their advanced language 

understanding and generation capabilities. These 
models are leveraged for their ability to handle 
complex queries with high accuracy. The GPT-4o 
(optimized) variant focuses on enhanced performance 
for specific tasks, offering greater efficiency.

7
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The test setup was meticulously designed to facilitate comprehensive metric 
evaluations, providing detailed insights and precise benchmarks for the model’s 

performance across multiple criteria.

Test Setup

Model performance evaluation: Comprehensive workflow with DeepEval metrics

8

Test cases (Response, 
input)

LLM Dataset (Input)

Loading Hugging face 
dataset (N rows)

Response

DeepEval 
evaluation metric

Test score No
Score >= 

Threshold 
(0.5)

Fail

Yes Result

M Test Cases

Pass

M rows



Zemoso

LegalBench

LegalBench is a collaborative legal reasoning benchmark designed to test the capabilities 
of large language models (LLMs) like GPT-3 in legal tasks. It focuses on evaluating LLMs' 

performance in analyzing legal cases and performing lawyer-like responsibilities.



The following metrics have been used to assess the model's accuracy and 
responsiveness for both legal datasets

 Abercrombi
 Hearsa
 PROA (Private right of action
 Personal jurisdictio
 CUA

 Diversity jurisdictio
 MAUD

9

Benchmarking
LLM benchmarking is a standardized performance test used to evaluate various 
capabilities of AI language models.



Following benchmarks have been conducted for the models

 MML
 Text2Sq

 Big Bench Hard
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Evaluation metrics

Our LLM evaluation encompassed a thorough and complex process necessary for 
assessing the functionalities and capabilities in detail. The following metrics have 

been used to assess the model's accuracy and responsiveness for the legal and 
healthcare datasets:

 G-Eva
 Summarizatio

 Answer relevanc
 Faithfulnes
 Hallucinatio
 Bia
 Toxicity

10

Bias

LLM


evaluation

H
al

lu
ci

na
tio

n

Answer to relevancy

Faithfulness

Toxicity 
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"Red teaming" originated in the United States military during the Cold War. It was used to 
describe strategic military exercises where a simulated adversary, the "red team," would 

attack a defense team, the "blue team." The purpose of these exercises was to identify 
vulnerabilities and develop countermeasures. 

Red teaming

LLM BenchmarksRed Teaming

Purpose

Identify risk and 
vulnerabilities

Evaluate general -
purpose performance

Focus

Safety, security, 
robustness

QA and reasoning

Application

Custom LLM 
aplications

General-purpose 
LLM’s

Source: Confidential AI

11
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Results

General tasks benchmark and performance/
price analysis

Text2Sql

Performance analysis (Reasoning)

LLaMA

Model GPT-4o Llama 3.2-90B 
API

Llama 3.1-70B 
(Self-hosted)

Llama 3.1-405B 
API

Avg. input 
tokens

Execution 
accuracy

Price

Exact match 
accuracy

Performance/
Price

Avg. output 
tokens

910

0.82

$0.0025

0.58

0.78

28

903

0.71

$0.0018

0.41

0.70

31

903

0.50

$0.0009

0.28

0.50

30

903

0.84

$0.0052

0.48

0.50

31

Note: Pricing per 1000 tokens

The evaluations were conducted using the  framework on a dataset of 1300 rows, 
from which 660 rows were selected. Four few-shot examples were provided in the 

prompts. The performance-to-price ratio was evaluated using multi-criteria decision 
analysis (MCDA) with normalization techniques. Both performance and price were 
considered equally important, each assigned a weight of 0.5 in the analysis.


UNITE

12

https://github.com/awslabs/unified-text2sql-benchmark


Takeaways: The GPT-4o and Llama 405B models are comparable in performance. 
However, GPT-4o achieves a higher match accuracy for generated SQL queries.


Gpt-40 and Llama-3.2-90b offer a good performance to price value.

Zemoso

BIG-Bench Hard

13

Reasoning about colored objects (250 samples)

LLaMA

Avg. input 
tokens

Score

Price

Performance/
Price

Avg. output 
tokens

0.89

18

$0.0023

0.68

852

0.85

24

$0.0008

0.50

850

0.91 

34

$0.0058

0.50

850

0.85

24

$0.0017

0.40

850

Model GPT-4o Llama 3.2-90B 
API

Llama 3.1-70B 
(Self-hosted)

Llama 3.1-405B 
API

Note: Pricing per 1000 tokens
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Logical deduction (250 samples)

LLaMA

Avg. input 
tokens

Score

Price

Performance/
Price

Avg. output 
tokens

0.94

211

$0.0021

0.88

590

0.85

250

$0.0008

0.55

586

0.84

253

$0.0016

0.43

586

0.91

240

$0.0069

0.35

586

Model GPT-4o Llama 3.2-90B 
API

Llama 3.1-70B 
(Self-hosted)

Llama 3.1-405B 
API

Note: Pricing per 1000 tokens

Note: Pricing per 1000 tokens

Causal judgement (187 samples)

LLaMA

Avg. input 
tokens

Score

Price

Performance/
Price

Avg. output 
tokens

0.70

1

$0.0026

0.82

1041

0.65

1

$0.0020

0.53

1039

0.63

1

$0.0010

0.50

1039

0.67

2

$0.0055

0.28

1039

Model GPT-4o Llama 3.2-90B 
API

Llama 3.1-70B 
(Self-hosted)

Llama 3.1-405B 
API

Note: Pricing per 1000 tokens
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Benchmarks for medical 
dataset

Benchmarks: The max token and temperature and max_tokens were set to 0 and 1 
respectively, for a more deterministic response from the model, therefore limiting itself 

to only a limited number of options provided.

Results for the MMLU dataset

Benchmarks (Medical dataset)

LLaMA

Task Llama 3.2 

11B


(Self-hosted)

Llama 3.2 
90B API

Llama 3.1 

70B


(Self-hosted)

GPT-4o GPT-4Llama 3.1

405B 

API

MMLU

(Rows: 264)

MMLU

(Rows: 264)

Score

TTFT

0.43

0.33

0.84

0.22

0.84

0.37

0.86

0.47

0.88

0.28

0.87

0.51

Takeaways: All models perform similarly for both score and time. All models show 
minimal differences in efficiency and accuracy except the Llama 3.2-11B model. 

Additional post-instruction had to be supplied to enhance the score from 0.15 to 0.43 for 
Llama 3.2-11B.

Takeaways: GPT-4o and Llama 3.1-405B are closely matched, with GPT-4o excelling 
slightly in causal reasoning, while Llama 3.1-405B leads in logical deduction. However, 

Llama 3.2-90B and Llama 3.1-70B consistently underperform in most of the tasks 
compared to GPT-4o and Llama 3.1-405B. GPT-4o and Llama-3.1-70b offer both a 
combination of good performance and price value.

https://huggingface.co/datasets/SaiCharanChetpelly/mmlu-legal-dataset-mcq/viewer/default/test
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Metrics: The first value in TTFT for the 70B model is the response time for the 
LlamaGuard for input prompt moderation.

Results for the G-Eval and answer relevancy dataset 


G-eval and answer relevancy

LLaMA

Task Llama 3.2 
90B API

GPT-4o GPT-4Llama 3.1

405B 

API

G-eval

G-eval

Answer

relevancy

Answer

relevancy

Score

Score

TTFT

TTFT

100%

95%

0.32

0.34

100%

100%

0.72

0.71

100%

95%

0.69+0.20

0.68+0.26

100%

100%

1.03

0.95

100%

100%

0.27

0.26

100%

90%

0.55

0.53

Llama 3.2 

11B


(Self-hosted)

Llama 3.1 

70B


(Self-hosted)

Takeaways: Llama 3.1 models, especially the 405B and 90B API match GPT models in 
answer relevancy and G-Eval. Llama 3.2 90B's and 3.1 405B’s higher time to first token 

(TTFT) is because the model often generates multiple tokens (phrases or sentences) at 
once, impacting response speed.

https://huggingface.co/datasets/lavita/medical-qa-datasets/viewer/medical_meadow_wikidoc
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Results for the faithfulness and bias dataset

LLaMA

Task Llama 3.2 
90B API

GPT-4o GPT-4Llama 3.1

405B 
API

Faithfulness

Faithfulness

Bias

Bias

Score

Score

TTFT

TTFT

95%

5%

0.32

0.32

100%

0%

0.73

0.77

95%

0%

0.42

0.32

95%

0%

0.97

0.99

100%

0%

0.32

0.72

100%

0%

0.54

0.53

Faithfulness and bias

Llama 3.2 

11B


(Self-hosted)

Llama 3.1 

70B


(Self-hosted)

Takeaways: The Llama 3.2 model shows 100% faithfulness, close to GPT. Llama 3.2 11B 
shows some bias, as for a particular test case it assumes that the user's uncle is male (a 

gender stereotype) instead of providing a more gender-neutral response.

17

https://huggingface.co/datasets/lavita/medical-qa-datasets/viewer/chatdoctor_healthcaremagic
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Results for the  and hallucination dataset summarization dataset


Takeaways: Llama models provide decent summarization, particularly the 90B variant, 
and show no hallucinations, generating accurate information.

18

LLaMA

Task Llama 3.2 
90B API

GPT-4o GPT-4Llama 3.1

405B 

API

Hallucination

Hallucination

Summarization

Summarization

Score

Score

TTFT

TTFT

0%

80%

0.37

0.4

0%

90%

0.73

0.70

0%

80%

0.87+0.39

0.94+0.46

0%

95%

0.95

1.01

0%

100%

0.31

0.46

0%

95%

0.57

0.53

Hallucination and summarization

Llama 3.2 

11B


(Self-hosted)

Llama 3.1 

70B


(Self-hosted)

https://huggingface.co/datasets/lavita/medical-qa-datasets/viewer/pubmed-qa
https://huggingface.co/datasets/lavita/medical-qa-datasets/viewer/medical_meadow_cord19
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Results for the toxicity dataset

Takeaways: All models, including Llama 3.1 and GPT-4, achieved perfect toxicity scores, 
indicating effective moderation.

19

Toxicity

LLaMA

Task Llama 3.2 
90B API

GPT-4o GPT-4Llama 3.1

405B 
API

Toxicity

Toxicity

Score

TTFT

0%

0.3

0%

0.60

0%

069+0.25

0%

0.95

0%

0.33

0%

0.75

Llama 3.2 

11B


(Self-hosted)

Llama 3.1 

70B


(Self-hosted)

The dataset used for toxicity evaluation has been created using an external LLM. We have 
used the 20 questions that were prepared from the Cohere R+ model.
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Benchmark for the legal 
dataset

For the toxicity metric in the legal dataset, we used a 20-row dataset generated by 
Claude AI, as no suitable legal toxicity datasets were publicly available for evaluation. 

The first value in TTFT for the 70B model is the response time for LlamaGuard for input 
prompt moderation.

Results for the MMLU dataset

Takeaways: All models have similar scores for Massive Multitask Language 
Understanding. For TTFT, GPT-4 performs the best with 0.39, followed closely by GPT-4o 

at 0.4. The Llama 405B model has a higher TTFT of 0.71, indicating it takes longer to 
generate the first token.

20

LLaMA

Task Llama 
3.2-90B API

Llama 3.1-70B

(Self-hosted)

GPT-4o GPT-4Llama 3.1-405B 
API

MMLU

(Rows: 200)

MMLU

(Rows: 200)

Score

TTFT

0.64

0.43

0.64

0.43

0.725

0.71

0.7

0.4

0.71

0.39

Benchmarks (Legal Dataset)

https://huggingface.co/datasets/SaiCharanChetpelly/mmlu-legal-dataset-mcq/viewer/default/test
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LegalBench dataset and results

21

Legal bench

LLaMA

Task Prompt 
template

Llama 
3.2-90B API

Llama 3.1-70B

(Self-hosted)

GPT-4o GPT-4Llama 3.1-405B 
API

Abercrom
bie

 Diversity 
jurisdiction

Abercrom
bie

 Diversity 
jurisdiction

Yes

Yes

No

No

81%

100%

8%

50%

82%

100%

0%

100%

83%

100%

0%

100%

81%

100%

81%

98%

85%

100%

82%

100%

Personal 
jurisdiction

CUAD

PROA

HEARSAY

MAUD

Personal 
jurisdiction

CUAD

PROA

HEARSAY

MAUD

Yes

Yes

Yes

Yes

Yes

No

No

No

No

No

81%

97%

95%

82%

54%

24%

95%

91%

27%

0%

81%

97%

95%

78%

78%

74%

97%

0%

34%

0%

86%

97%

100%

76%

61%

41%

42%

0%

59%

30%

95%

97%

95%

78%

50%

94%

98%

95%

77%

47%

88%

99%

100%

82%

58%

87%

99%

98%

86%

58%

https://huggingface.co/datasets/nguha/legalbench/tree/main/data
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Takeaways: For most tasks in the legal domain, GPT-4 and GPT-4-turbo models 
perform exceptionally well. However, for tasks such as MAUD, the Llama 3.1 70B model 

demonstrates superior performance. It is important to highlight that Llama models often 
require well-structured prompt templates to achieve optimal results.

DeepEval results

For DeepEval benchmarking, we have used a except for single dataset summarization.


G-eval and answer relevancy

LLaMA

Task Llama 3.2 

11B


(Self-hosted)

Llama 3.2 
90B API

Llama 3.1 

70B


(Self-hosted)

GPT-4o GPT-4Llama 3.1

405B 

API

G-eval

G-eval

Answer 
relevancy

Answer 
relevancy

Score

Score

TTFT

TTFT

90%

95%

0.34

0.37

80%

100%

0.5

0.80

90%

100%

0.78+0.52

0.75+0.44

75%

95%

0.98

1.07

95%

100%

0.29

0.29

100%

95%

0.7

0.49

Takeaways: Llama 70B performs well, while GPT-4 and GPT-4o excel in critical tasks. 
All models maintain high relevance and accuracy.

Results for the G-Eval and answer relevancy dataset 


https://huggingface.co/datasets/umarbutler/open-australian-legal-qa/viewer/default/train
https://huggingface.co/datasets/SaiCharanChetpelly/legal-summarization


Results for the faithfulness and bias dataset

Zemoso

Faithfulness and bias

LLaMA

Task Llama 3.2 

11B


(Self-hosted)

Llama 3.2 
90B API

Llama 3.1 

70B


(Self-hosted)

GPT-4o GPT-4Llama 3.1

405B 

API

Faithfulness

Faithfulness

Bias

Bias

Score

Score

TTFT

TTFT

90%

0%

0.40

0.30

95%

0%

0.91

0.70

90%

0%

0.79+0.47

0.75+0.39

100%

0%

0.95

0.89

100%

0%

0.37

0.41

100%

0%

0.78

0.54

Takeaways: Llama 70B demonstrates strong faithfulness, while the 405B API and GPT 
models excel in faithfulness and bias management.

23



Results for the hallucination and summarization
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Hallucination and summarization

LLaMA

Task Llama 3.2 

11B


(Self-hosted)

Llama 3.2 
90B API

Llama 3.1 

70B


(Self-hosted)

GPT-4o GPT-4Llama 3.1

405B 
API

Hallucination

Hallucination

Summarization

Summarization

Score

Score

TTFT

TTFT

5%

60%

0.40

0.93

0%

90%

0.83

0.76

5%

85%

0.88+0.41

1.16+0.56

0%

95%

1.14

1.09

0%

95%

0.33

0.36

0%

100%

0.64

0.74 

Takeaways: Llama models, especially the 70B, need improvement in summarization, while 
GPT models excel in accuracy. For hallucination, 70B falls short by 5% due to a particular 

test case where it provided information that was contradicting the provided context.
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Results for the toxicity dataset

Takeaways: All models, including Llama and GPT, achieved perfect toxicity scores, 
indicating effective moderation.
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Toxicity

LLaMA

Task Llama 3.2-11B

(Self-hosted)

Llama 
3.2-90B 

API

Llama 3.1-70B

(Self-hosted)

GPT-4o GPT-4Llama 
3.1-405B 

API

Toxicity

Toxicity

Score

TTFT

0%

0.38

0%

0.70

0%

0.60+0.43

0%

0.96

0%

0.35

0%

0.53

Red Teaming

The red teaming was performed on the Llama and gpt models on various vulnerabilities, 
like:



 RBAC (role-based access control
 Shell injectio
 SQL injectio
 Harmful profanit

 Harmful illegal drugs



Not to any surprise, all models successfully passed the evaluation against these 
vulnerabilities by attaining a score 1.
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Takeaways
  All models passed with a score of 1 during red teaming using DeepEval

 GPT models faltered when faced with a few manually crafted constructive prompts, 
breaking their policies.

 On the other hand, Llama models stayed compliant, effectively using the moderation 
API to avoid violations

 Important note: Llama 3.1-405B-MaaS, Llama 3.2-90B-MaaS, and self-hosted Llama 

3.2-11B featured inbuilt prompt moderation, unlike the self-hosted Llama 3.1-70B, 
which required additional support from LlamaGuard.
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Analysis and discussion

 Metrics for Llama 3.1 were comparable (sometimes better) than those of the GPT-4 
model but inferior to those of GPT-4o

 Metrics for Llama 3.2-90B-MaaS were comparable (sometimes better) to Llama 
3.1-405B-MaaS in most cases

 Both required us to use prompt templates (prompt engineering technique), without 

which the Llama 3.1 model did not generate content as effectively as the GPT-4 
models

 The TTFT for the Llama 3.2-90B-MaaS and 3.1-405B-MaaS models is higher than for 
the GPT models. This is because the Llama model in Vertex AI often responds with 

more than one token (e.g., gives a phrase or sentence such as "Squamous cell 
carcinoma (SCC) of the lung is a type of is"). In contrast, the GPT model typically 
responds with only one token, such as "Certainly." We are investigating the cause of 
this behavior in the Llama model to understand the issue

 All LLM models exhibit a 0% rate of hallucinations and toxicity, indicating effective 
moderation

 Llama models benefit from enhanced prompt safety thanks to LlamaGuard support, 
giving them a greater advantage in this area compared to GPT models

 The overall performance metrics for Llama 3.1-405B-MaaS and Llama 3.2, especially 
90B-MaaS, are comparable (sometimes better) to those of the GPT-4 model. 
However, GPT-4o outperforms them

 Llama 70B demonstrates strong faithfulness, while the 405B API and GPT models 
excel in faithfulness and bias management in the legal domain

 Llama models provide decent summarization, particularly the 90B variant, and show 
no hallucinations, generating accurate information.
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 GPT-4o and Llama 405B models are comparable in performance; however, GPT-4o 
achieves a higher match accuracy for generated SQL queries. GPT-4o and 

Llama-3.2-90B offer good performance-to-price value

 GPT-4o and Llama 3.1-405B are closely matched, with GPT-4o excelling slightly in 
causal reasoning, while Llama 3.1-405B leads in logical deduction. However, Llama 
3.2-90B and Llama 3.1-70B consistently underperform in most tasks compared to 

GPT-4o and Llama 3.1-405B. GPT-4o and Llama-3.1-70B offer both good performance 
and price value

 The Llama 3.2 model shows 100% faithfulness, close to GPT. Llama 3.2 11B shows some 
bias as, in a particular test case, it assumes that the user's uncle is male (gender 

stereotype) instead of providing a more gender-neutral response

 For most tasks in the legal domain, GPT-4 and GPT-4-turbo models perform 
exceptionally well. However, for tasks such as MAUD, the Llama 3.1-70B model 
demonstrates superior performance. It is important to highlight that Llama models 

often require well-structured prompt templates to achieve optimal results.
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Conclusion

In our evaluation, Llama 3.1 and 3.2 demonstrated performance metrics comparable to 
GPT-4, though it fell short of GPT-4o but certainly has an added advantage in prompt 

safety. Inference times for Llama were higher than GPT models, partly due to its 
tendency to generate phrases rather than single tokens, unlike GPT-4. Overall, Llama 3.1 
offers competitive performance, but GPT-4o consistently delivered stronger results in 
key areas.


Evaluation
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Appendix

TTFT (Time Taken For First Token): Time taken to generate and deliver the first token 
after providing input tokens. It is a performance metric that measures the 

responsiveness of the model. A faster TTFT indicates a more interactive experience.



Max_tokens: The maximum anticipated number of tokens in the response.



Input_tokens: The overall count of input tokens in the prompt.



Temperature: The model parameter that controls the creative aspect of the model; a 
higher value generates a novel and creative response, while a lower value generates more 
deterministic responses.



Large Language Models (LLM): A type of artificial intelligence (AI) model trained on 
large corpus of text and datasets that uses machine learning to comprehend human 
language and generate textual data.


Understanding our approach and 
benchmarking frameworks

Benchmarking plays a crucial role in evaluating the performance and limitations of 
language models and enables us to keep up-to-date reference points for our 

architecture decision records at Zemoso. In the fast-evolving landscape of LLM 
technology, they provide an objective way to measure progress, identify strengths in 
areas like natural language understanding or creativity, and expose weaknesses such as 
biases or inaccuracies. This information is vital for researchers and developers aiming to 
fine-tune models for real-world use.



Here are some things we use benchmarking for
 Compare different models to find the most suitable one for specific tasks
 Track a model's progress during training and development.
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 Pinpoint performance gaps and areas that need improvement
 Ensure models meet essential quality and ethical standards, especially in high-stakes 

applications like healthcare, education, or customer service, where accuracy and 
fairness are critical.

MMLU (Massive Multitask Language Understanding) is a benchmark designed to evaluate 
the performance of large language models across a wide range of subjects through 

multiple-choice questions. In our tests, MMLU was applied to assess how well the 
models handle complex queries from the medical and legal fields. By focusing on the 
models' accuracy in answering multiple-choice questions. For example:

It consists of about 16,000 multiple-choice questions spanning 57 academic subjects, 
including mathematics, medicine and more, aiming to assess the depth and breadth of a 

model's academic and professional understanding. It is one of the most commonly used 
benchmarks for comparing the capabilities of large language models.

The MMLU test assesses language models across a broad range of subjects, including 
the humanities, social sciences, and hard sciences, using multiple-choice questions 
from diverse fields like law, philosophy, and mathematics. This format reveals knowledge 

gaps and areas where models struggle.

To excel, models need both extensive world knowledge and problem-solving skills. 
Despite advancements, many NLP models still face challenges with complex reasoning, 
especially in fields like law and morality.

This test goes beyond evaluating basic language skills, focusing on real-world text 


MMLU
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understanding and more advanced reasoning capabilities.

Text2SQL

BIG-Bench Hard

Text-to-SQL is a task in natural language processing (NLP) where the goal is to 
automatically generate SQL queries from natural language text.The task involves 

converting the text input into a structured representation and then using this 
representation to generate a semantically correct SQL query that can be executed on a 
database. The and related  are leveraged for the 
evaluation.



Evaluating text-to-SQL tasks for models is crucial for several reasons
 Accuracy and correctness: It helps to measure their accuracy and correctness in 

generating SQL queries. This is essential to ensure that the generated queries are 
semantically correct and can be executed on a database without errors

 Improved model performance: It identifies areas where the model needs 

improvement, allowing for fine-tuning and optimization to enhance its performance.

 spider-dataset spider-schema-dataset

The Beyond the Imitation Game benchmark (BIG-Bench) is a collaborative benchmark 
intended to probe large language models and extrapolate their future capabilities to 23 

challenging BIG-Bench tasks.

BIG-Bench evaluates models using both few-shot and chain-of-thought (CoT) 
prompting techniques.

BIG-Bench Hard (BBH) is a subset of the BIG-Bench benchmark, specifically designed to 
test the limits of language models on tasks that require complex reasoning, contextual 

understanding, and multi-step problem-solving. These tasks are particularly challenging 
for AI because they often go beyond simple pattern recognition or surface-level 
understanding.



Complex reasoning: BBH tasks require nuanced logical reasoning, often in ways that 

require more than just following basic instructions or recalling training data. This tests 
the model's capacity to “think” through multi-layered problems.


https://huggingface.co/datasets/xlangai/spider/viewer/spider/validation
https://huggingface.co/datasets/richardr1126/spider-schema
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Few-Shot and Chain-of-Thought Prompting: Few-shot prompting means the model is 
given minimal context (just a few examples) to understand the task, and chain-of-

thought (CoT) prompting requires the model to generate a step-by-step reasoning 
process. CoT, in particular, pushes models to reveal their "thought process," which can 
expose gaps in the model’s logical coherence and reasoning abilities.


LegalBench

The LegalBench project is an ongoing open science effort to collaboratively curate tasks 
for evaluating legal reasoning in English LLMs. The benchmark currently consists of 162 

tasks gathered from 40 contributors. Each task has an associated dataset, consisting of 
input-output pairs. Task datasets can be used to evaluate LLMs by providing the LLM 
with the input and evaluating how frequently it generates the desired output. 
LegalBench tasks cover a wide range of textual types, task structures, legal domains, and 
difficulty levels. Abercrombie, MAUD, etc. described in greater detail below fall under the 

LegalBench. 


Abercrombie

A particular mark (e.g., a name for a product or service) is only eligible for trademark 
protection if it is considered to be distinctive. In assessing whether a mark is distinctive, 

lawyers and judges follow the framework set out in the case Abercrombie & Fitch Co. v. 
Hunting World, Inc., which enumerates 5 categories of distinctiveness. 

These categories characterize the relationship between the dictionary definition of the 
term used in the mark and the service or product it is being attached to

 Generic: Generic terms are those that connote the basic nature of articles or 
services rather than the more individualized characteristics of a product

 Descriptive: Descriptive terms identify a characteristic or quality of an article or 
service, such as color, odor, function, dimensions, or ingredients

 Suggestive: A suggestive term suggests, rather than describes, some particular 

characteristic of the goods or services to which it applies. It requires the consumer 
to exercise the imagination in order to draw a conclusion as to the nature of the 
goods and services.
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 Arbitrary: Arbitrary terms are those that are real words but arbitrary with respect to 
the product

 Fanciful: Fanciful terms are those that are entirely made up and not found in the 
English dictionary.


The Abercrombie test checks how unique a product name or "mark" is. It helps decide if 
a name can be protected as a trademark. For an LLM, doing this test is useful because

 Trademark eligibility: It helps the LLM figure out if a product name can be easily 
protected by law

 Brand recognition: Unique names stand out more, so it helps in understanding how 
strong a brand name is

 Legal advice: It makes sure the name follows rules and won’t cause legal issues.


So, the reason to do this is to check if a product name is unique enough for legal 
protection and branding.


Hearsay

Hearsay in a legal forum is an out-of-court statement that is being offered in court for 
the truth of what was asserted. In most courts, hearsay evidence is inadmissible (the 

"hearsay evidence rule") unless an exception to the hearsay rule applies.

For example, to prove that Tom was in town, a witness testifies, "Susan told me that Tom 
was in town." Because the witness's evidence relies on an out-of-court statement that 
Susan made, if Susan is unavailable for cross-examination, the answer is hearsay. A 
justification for the objection is that the person who made the statement is not in court 

and thus not available for cross-examination. Note, however, that if the matter at hand is 
not the truth of the assertion about Tom being in town but the fact that Susan said the 
specific words, it may be acceptable. For example, it would be acceptable to ask a 
witness what Susan told them about Tom in a defamation case against Susan. Now the 
witness is asked about the opposing party's statement that constitutes a verbal act.


Hearsay is important to evaluate for LLMs because

 Legal relevance: In law, hearsay is often not allowed as evidence unless it fits an 
exception. LLMs need to know how to spot and handle hearsay correctly in legal 
tasks to provide accurate legal advice or analysis

 Truth and accuracy: Hearsay is unreliable because the original speaker isn’t there to 
verify the statement. LLMs must assess whether the information can be trusted 
based on legal standards.
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 Context matters: Sometimes, the statement itself is the focus, not whether it’s true 
(like in defamation cases). LLMs need to understand when it’s okay to use such 

statements and when it’s not.

Private right of action

All together, a private right of action (PROA) means a private person’s ability to legally 
enforce their rights upon other people or even organizations. Imagine it as the opposite 

of getting into trouble with the police and having to appear in court; instead, a private 
person has the right to force the police to appear in court for something they did.

Evaluating a private right of action (PROA) concerning large language models (LLMs) can 
significantly benefit the legal field in the following ways

 Improving legal advice: LLMs used in legal contexts can provide more accurate and 
reliable advice when they understand the implications of PROA. This means they can 
guide users on their rights and the potential for legal action, ensuring that individuals 
are informed about their ability to pursue claims related to harmful outputs

 Protecting client rights: In law firms, LLMs can assist attorneys by flagging potential 

issues with client rights. Evaluating PROA equips these models to identify scenarios 
where clients may have a legal basis for action, thereby helping lawyers strategize 
and strengthen their cases.

Personal jurisdiction

The concept of personal jurisdiction originated from the principle that a monarch could 
not exercise power over individuals or property outside their kingdom. This was largely a 

de facto rule, as arresting or seizing property in another kingdom risked conflict with 
local authorities. Over time, this principle evolved into written law, leading to challenges 
in suing property owners who were absent, deceased, or outside the kingdom. To 
address this, courts developed quasi in rem jurisdiction, allowing jurisdiction over land 
itself for settling debts owed by the landowner, regardless of their presence.


In the United States, personal jurisdiction must comply with constitutional limitations 
and be backed by statute. In contrast, the United Kingdom does not require a statutory 
basis for personal jurisdiction due to the absence of a written constitution.

Evaluating personal jurisdiction in the context of large language models (LLMs) is 
important for several reasons:
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 Legal decision-making: LLMs are increasingly being used in legal contexts to assist 
with research, drafting, and even decision-making. Understanding personal 

jurisdiction helps ensure that these models provide accurate and relevant legal 
information based on the applicable jurisdiction, avoiding potential misinformation

 Data handling: While LLMs may not inherently process jurisdictional data, they often 
generate responses that could be influenced by data from multiple jurisdictions. 
Understanding personal jurisdiction is essential for guiding how these models should 

approach and interpret data, ensuring that any generated content respects 
jurisdictional boundaries and adheres to relevant data protection laws. This 
awareness helps prevent the inadvertent dissemination of information that could 
violate local legal standards.

Contract understanding Atticus dataset

CUAD (Contract Understanding Atticus Dataset) is a dataset designed to help train LLMs 
for legal tasks, especially in understanding contract clauses. It contains thousands of 

labeled contract clauses that represent a wide variety of legal concepts. This dataset is 
used to enhance the ability of LLMs to analyze, identify, and extract relevant information 
from legal documents.



For example, CUAD includes clauses related to governing law, assignment rights, 

limitations of liability, indemnification, and more. The idea is to create a dataset that 
allows legal professionals to leverage LLMs to quickly identify critical elements in a 
contract, saving time and improving accuracy. Here are a few ways to leverage CUAD

 Legal automation: CUAD helps LLMs to perform tasks like contract review, risk 

assessment, and compliance checks. By training LLMs on CUAD, the models can 
better understand the nuances of legal language and provide accurate and 
automated assistance in legal contract analysis

 Efficiency: Reviewing contracts is a time-consuming task for lawyers. CUAD allows 
LLMs to quickly scan and extract relevant information, making legal processes more 

efficient by automating repetitive tasks
 Accuracy in legal advice: CUAD-trained LLMs can help lawyers avoid missing 

important clauses, ensuring that legal advice is more comprehensive and accurate.
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Diversity jurisdiction

Diversity jurisdiction is one way in which a federal court may have jurisdiction over 
claims arising from state law. Diversity jurisdiction exists when there is (1) complete 

diversity between plaintiffs and defendants and (2) the amount-in-controversy (AiC) is 
greater than $75k. “Complete diversity” requires that there is no pair of plaintiff and 
defendant that are citizens of the same state



The idea of diversity jurisdiction emerged during the Constitutional Convention of 1787. 

The framers were concerned that state courts might show bias toward their own citizens 
in legal disputes involving out-of-state individuals or entities. To address this concern, 
the framers included a provision in the U.S. Constitution, specifically Article III, Section 2, 
which granted federal courts the authority to hear cases between citizens of different 
states (as well as between a state and foreign citizens). This provision was a safeguard to 

ensure that parties from different states could have a neutral venue for resolving 
disputes.

Evaluating diversity jurisdiction in the context of large language models (LLMs) is crucial 
for several reasons, especially as these models are increasingly integrated into legal 
decision-making processes. Here's why

 Accuracy in Legal Advice: LLMs used in legal contexts need to understand the 
principles of diversity jurisdiction to ensure they provide accurate legal guidance. 
Diversity jurisdiction is a fundamental aspect of U.S. federal court procedures. If an 
LLM is unaware of how this principle operates, it may give incorrect information 
about where a case can be heard, leading to potential legal errors

 Jurisdictional Nuances: Legal systems, especially in common law jurisdictions like the 
U.S., have complex rules about where cases can be filed. An LLM should be evaluated 
on its understanding of diversity jurisdiction so it can account for multi-state or 
international parties in litigation and direct users accordingly.

Merger Agreement Understanding Dataset

The merger agreement understanding dataset (MAUD) is a specialized dataset designed 
to help LLMs understand, analyze, and extract important details from merger and 

acquisition (M&A) agreements. These agreements are complex legal contracts that 
outline the terms and conditions under which two companies merge or one company 
acquires another.
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The dataset is curated with various sections and clauses commonly found in M&A 
agreements, such as representations and warranties, closing conditions, termination 

rights, indemnification, and non-compete clauses. MAUD helps LLMs identify and 
classify these sections, allowing for better automation of legal review and risk 
assessment in M&A transactions. Here’s how

 Due diligence automation: In M&A transactions, due diligence is critical but time-

consuming. MAUD helps LLMs perform automated due diligence by quickly scanning 
merger agreements and flagging key terms, obligations, and risks, thus saving legal 
teams significant time and effort

 Risk mitigation: Understanding the nuances of M&A agreements is essential for 
identifying potential risks such as contingent liabilities or regulatory obligations. 

MAUD-trained LLMs can help lawyers detect risky clauses or conditions that might 
not be immediately apparent, ensuring thorough risk assessment

 Precision in legal advice: MAUD allows LLMs to provide precise and contextually 
relevant legal insights into merger agreements, enabling legal professionals to offer 
more accurate advice based on the specific terms and conditions of the agreement.

DeepEval

DeepEval from Confident AI is an open-source LLM evaluation framework. It enables 
regression testing for LLMs, prompt and model discovery, and red teaming. G-Eval, 

summarization, and other metrics that fall under DeepEval are described in greater detail 
below. 

G-Eval: G-Eval is a metric designed to assess the quality of generated content from AI 
models. Unlike simple accuracy or precision measurements, G-Eval evaluates the 

richness, coherence, and contextual appropriateness of the text produced by the model. 
It takes into account not just whether the answer is correct but whether it is well-
formed, contextually relevant, and provides a thorough response to the query. G-Eval 
helps with generalized assessment and captures the overall quality of the model's 
responses across various types of questions. It evaluates the model's ability to generate 

relevant, coherent, and contextually appropriate answers, ensuring it performs well in 
multiple scenarios. It is also designed to evaluate consistency in responses across 
different questions and domains. This is important for applications where a model is 
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expected to perform reliably, regardless of the complexity or the subject matter of the 
query.

Summarization: Text summarization is one of the important applications of natural 
language processing (NLP). Early text summarization used rule-based algorithms, ranking 

parts of text based on importance using domain-specific knowledge. One approach 
from 1984, the "Production Rule System," used inference, scoring, and selection to 
generate summaries. These methods aimed to prioritize key information efficiently. 
Modern summarization metrics often use language models to assess whether 
summaries are accurate and include key details from the original text. Evaluation 

typically involves checking for contradictions and ensuring essential information is 
present. Text summarization performed by Transformers is one of the most fascinating 
and advanced technologies in the field of natural language processing. But how do you 
know if the summaries generated by these models are of high quality? That's where 
assessment metrics come in. Text summarization evaluation metrics are crucial to 

ensure that the summaries generated are accurate, cohesive, and relevant. These 
metrics help quantify the quality of the language model's work and improve it over time. 
Traditional metrics like ROUGE, METEOR, and BLEU focus on N-gram overlap, while newer 
approaches aim to capture semantic meaning and context.

Answer relevancy: It measures how relevant the generated answer is to the question. 
This metric is computed using the question and the answer. For example, the answer 

“France is in western Europe.” to the question “Where is France and what is its capital?” 
would achieve a low answer relevance because it only answers half of the question. The 
evaluation metric, answer relevancy, focuses on assessing how pertinent the generated 
answer is to the given prompt. The underlying idea is that if the generated answer 
accurately addresses the initial question, the LLM should be able to generate questions 

from the answer that align with the original question. It is necessary to evaluate the 
relevance of responses to ensure that language models generate answers that are 
appropriate and pertinent to the input question or prompt.



Zemoso

40

Faithfulness: The faithfulness metric assesses the quality of a RAG pipeline's generator 
by determining whether the actual output accurately reflects the information in the 

retrieval context. DeepEval's FaithfulnessMetric is a self-explaining LLM-Eval, providing 
both a score and an explanation for it. The score is calculated by dividing the number of 
truthful claims by the total number of claims made. The metric involves using an LLM to 
extract all claims from the actual output and then classify each claim as truthful or not 
based on the facts in the retrieval context. A claim is deemed truthful if it does not 

contradict any information presented in the retrieval context. Large language models 
often give detailed responses, adding extra information that wasn’t directly asked for. For 
instance, if you ask, “What is the capital of Canada?” The model might reply by providing 
extra facts about the capital. Verifying the accuracy of added details is challenging 
without a reference point ("oracle"). Emphasizing "faithfulness" ensures that extra 

information is supported by the model's knowledge, enhancing user confidence. 
Faithfulness is all about making sure that any extra information a model gives is accurate 
and based on the facts it knows, instead of generating unsupported details.

Hallucination: In the early 2000s, "hallucination" in computer vision described the 
positive enhancement of images, like generating high-resolution faces. By the late 2010s, 

it shifted to denote AI outputs that are factually incorrect or misleading. In 2017 , Google 
researchers noted "hallucination" in neural machine translation models when outputs 
diverged from the source text. Meta also warned during its release of BlenderBot 2 that 
the system is prone to "hallucinations," which Meta defined as "confident statements 
that are not true." LLMs have great potential, but they are prone to generating incorrect 

or misleading information, a phenomenon known as hallucination. Factuality and LLM 
"grounding" are key concerns for developers building LLM applications. The hallucination 
metric aims to determine whether an LLM generates factually correct information. 
Various methods are used to evaluate this, including using other LLMs to extract claims 
from the generated text and classify them as truthful or not based on a given context, 

comparing the generated output to known facts or reliable sources, and employing 
human evaluators to assess the factual accuracy of the output.
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Bias: Bias is an unfair preference or aversion that can lead to inaccurate conclusions and 
may be innate or learned. In science and engineering, it manifests as systematic errors, 

particularly through unfair sampling or flawed estimation. Types of bias include gender 
bias, political bias, racial or ethnic bias, and geographical bias. An opinion is a personal 
belief or judgment, while cited sources are seen as reported statements rather than 
objective facts. A few real-world examples could be gender bias, where a hiring manager 
consistently favors male candidates over equally qualified female candidates, believing 

that men are more competent in leadership roles. It could also be political bias, when a 
news outlet presents information in a way that promotes a specific political party while 
downplaying or misrepresenting opposing viewpoints. Bias in an LLM can be dangerous 
because it can result in unfair or discriminatory outcomes that negatively impact certain 
groups or individuals. Estimating bias in machine learning is crucial for identifying and 

quantifying potential biases in training data or algorithms. Unaddressed biases can lead 
to unfair predictions and significant consequences, particularly in sensitive fields like 
healthcare , legal, and finance. By correcting for bias, engineers can enhance model 
fairness, increase trust in technology, and improve the accuracy of statistical inferences.

Toxicity: Toxicity refers to language or behavior that is harmful, aggressive, or derogatory, 
often contributing to a hostile environment. Toxicity analysis highlights the use of 

derogatory terms like "garbage" and "idiots," reflecting an aggressive and dismissive tone 
that discourages constructive discussion, creates hostility, and alienates other users, 
particularly those who may appreciate the product, thereby fostering a negative 
community atmosphere. In contrast, positive or neutral comments encourage healthy, 
constructive discussions, whereas toxic comments detract from meaningful 

conversations and contribute to a toxic online environment. The potential misuse of 
language generation models poses significant risks, including the unintentional 
generation of hate speech, misinformation, and manipulation, emphasizing the need for 
strong mitigation strategies and thorough assessments, especially in contexts vulnerable 
to online harassment. No organization wants their models to inadvertently produce or 

support harmful, toxic content, making toxicity evaluation critical to ensuring alignment 
with ethical standards, protecting users from harm, and preventing the spread of 
damaging content that could undermine trust and safety. Addressing these risks is 
essential for the responsible deployment of AI.
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Red teaming: Red teaming can scan LLM applications for risks and vulnerabilities It 
works by generating adversarial attacks aimed at provoking harmful responses from your 

LLM and evaluating how effectively your application handles these attacks. The image 
below clearly shows the model has been jailbroken, producing toxic output. This is where 
red teaming steps in, stress-testing the model to find and fix vulnerabilities.

LLM red-teaming involves testing large language models to identify weaknesses before 
they are publicly deployed. This friendly competition helps developers improve AI 

performance by uncovering potential issues.



Key objectives
 Prevent misinformation: LLMs can generate plausible but incorrect information. Red 

teaming helps ensure accuracy, maintaining public trust (e.g., Air Canada chatbot 

incident)
 Avoid harmful content: Red teaming tests models to prevent the generation of 

offensive or stereotypical content.
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 Secure data privacy: In sensitive fields like healthcare and finance, red teaming 
ensures models don’t leak confidential information, as seen in the Samsung chatbot 

leak case
 Address external threats: Red teaming also mitigates risks like prompt injection and 

information leakage, ensuring the model remains secure against external 
manipulations.



Jailbreaking and adversarial examples: Sophisticated attacks might trick models into 
skipping safety checks or messing up outputs. Like how we tricked the GPT models into 
skipping their safety checks, for instance.
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